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Summary 
Commissioning and test is undoubtedly an area where we must not compromise, but rather 
improve, on our requirements to prove that the Substation Automation System is working 
correctly despite being more complex and less tangible in a virtual environment.  
 
The challenge of an IEC 61850 LAN-based system is being able to “see” the proof and 
understand the meaning of that “proof”.  Sniffer tools can show the series of 1’s and 0’s but 
this is “mere data, not information”.  This can lead to safety issues, a bad quality of response 
to problems, risky mitigation plans and poor decisions. 
 
In replacing wires with LAN messages, the traditional volts and amps multimeter needs to be 
replaced by reliable and user friendly LAN compatible tools, and be even more informative 
about what we are looking at.  This paper outlines our experiences over the last 10+ years of 
supporting the application engineering, consulting and helping customers around the world to 
deal with network and application issues resulting from commissioning and test of IEC 61850 
systems.  We have outlined in this paper a set of specific information that needs to be 
derived from simple sniffing using advanced tools.   
 
The paper therefore describes the issues of cyber security for connecting test devices, the 
requirements and benefits from use cases describing the technician being able to visualise 
information, identifying if the messages are in fact as expected from the SCL files, any 
missing or new messages compared to the SCL and any problems in the configuration of 
those messages and the benefits in being able to capture records and reports for further 
analysis and even comparison at the next round of testing. 
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1. Introduction 

When using a new technology, the methods and procedures used in the past can not always 
be directly extrapolated for the new technique. Equally, the new technology provides new 
methodologies that allow users to achieve the same goals of the previous routines. To 
understand how this can be done, it is necessary to find out the purpose of the previous 
procedures, and see how the new technique can be used to get the same outcome: the 
confidence that the system will operate reliably in-service.  
 
Commissioning tests are performed in order to set-up the system until its functionality is 
confirmed. The maintenance tests are to verify that the system is still running correctly and 
are therefore a more restrictive subset of the commissioning tests. Figure 1 shows a 
schematic representation of the process involving commissioning and maintenance tests. 

 
Figure 1 – Commissioning and maintenance tests. Symbolic representation and flow 
diagram. 
 
Maintenance procedures associated with older electromechanical and “wire-based” 
technologies demanded isolation of devices from the system and direct full testing of the 
devices to verify their operational status – an invasive procedure involving power system 
switching and outages for safety of the grid and personnel.  
 
Once the system is based on numerical devices and they are in service, it makes a lot of 
sense to use the numerical technology to get information about the status of the system and 
its components as a “non-invasive” process. This is especially true given the higher degree 
of “virtual” aspects of the system in its configuration operation – after all, IEC 61850 is an 
engineering process to configure IEDs to communicate. 
 
Key procedures for maintenance can now include non-invasive comparison actions:  e.g. 
compare the previous proven correct status of the system with the current “unknown” status; 
if no differences are found, it can be concluded that the system is still running correctly, at 
least as previously proven before being placed into service. If there are some differences, 
some investigations are needed to find the cause of the difference. This activity can be seen 
as a sort of numerical “checksum” used in data transmission; the key is to identify which 
parts of the system are able to give a reasonable representation of its healthy or fail status in 
order to minimize the number of tests. 
 
Experience has shown that maintenance and operation considerations should be included 
from the start of at the design phase in order to ensure efficient ownership and harmonization 
between substations supplied by different Systems Integrators. Just as “designing in” CT 
shorting and isolation links because they can’t be added when the system is in service, so 
must the testing requirements be considered even though the virtual environment is more 
flexible. Modifying the system configuration to enable a test is not necessarily testing the 
operational system and may be just lead to testing your modification!  
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A clear Utility strategy on the implementation of IEC 61850 is the key for successful 
operation, maintenance and future-proof substations. Things that are not mandatory in the 
IEC 61850 standard itself can easily become mandatory for a particular Utility or for a 
particular project. This is totally in accordance with the principles of the Standard as 
establishing an implementation “profile” for the particular Utility. 
 
2. Key experiences  

There are well over 10 thousand substations with various degrees of IEC 61850 
implementation around the world.  Naturally these have been thoroughly tested using various 
tools such as “network sniffers” (e.g. Wireshark) and the test set vendors analysis tools. The 
general experience of these tools is that they provide visualization of the bits on the wire, but 
very rarely any meaning for the purposes of : 

 Showing the meaning of messages for the purposes of debugging 
 Verifying the system has been correctly configured 
 Verifying the system has not been modified since its last verification and performance 

tests 
 Identifying system performance issues 
 Aiding the use of test sets not supporting IEC 61850 functionality 

 
2.1. Inspecting message headers 

When we look at a typical GOOSE message “sniff”, we can see all the header information 
such as VLAN configurations, Multicast filters, Destination MAC Addressing, IP addresses 
and other aspects essential for correct operation of IEDs using LAN-based signals. We can 
even see the specific IE 61850 components in the message as defined in IEC 61850-8-1 Ed 
2 Table A.1.   
 

 
Figure 2 – GOOSE Header elements IEC 61850-8-1 Ed 2 Table A.1  
 
This information includes <<stNum>> which is incremented each time an element in the 
dataset changes value – this does not change in the subsequent retransmission 
“heartbeats”.  This can therefore be used to identify if any state-changes have been missed. 
 
The <<sqNum>> is reset to zero when <<stNum>> is incremented so a value of “45” would 
mean there have been 44 previous identical messages since the last dataset change.  This 
can be used to check if all the retransmission messages have been received and in the 
correct order.  
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Both of these pieces of information can be used in testing of so-called “bumpy” networks, 
e.g. RSTP, where messages may disappear for a few tens to 100’s of ms or more during ring 
re-convergence periods. It is also a useful performance indication for so-called “bumpless” 
networks defined under IEC 62439-3 where messages would normally arrive at one port 
before the other, but may suddenly change due to network issues. Hence  it is still important 
to verify how little that “bump” is, indeed that the recovery or “bumpless” mechanism works. 
 
2.2. The Meaning of Time 

Time synchronisation is not absolutely necessary for Protection function related GOOSE - 
the system will work with all IEDs running independent clocks. In fact most system 
integrators do not include the event time stamp in the GOOSE message e.g. the 
<<PTOC.Op.t>> information of when the <<PTOC.Op.stVal>> changed from 0-to-1 or vice 
versa. That is reasonably logical as “wire-based” electromechanical and electronic 
“conventional” protection relays have worked for decades without knowing what time it was 
when the relay operated!  
 
Sampled Values (IEC 61850-9-2), MUST have better than 1microsecond COHERENCY of 
time synch across all Merging Units. This is because the 1-second sampling windows in all 
IEDs must start at precisely the same instant and so the subscribing IEDs know that sample 
number “2345” in each message was taken at the same instant. IEEE 1588 v2 PTP and 
associated IEC/IEEE 61850-9-3 Profile is really the only option to achieve this. However the 
actual <<yyyy/mm/dd hh:mm:ss:000:000>> time stamp of the sample is irrelevant. Time 
stamps of the samples are not even included in the SV frame as they would just make each 
message far too long for the latency requirements and bandwidth of the networks.  
 
However in LAN based system tests, there is an inherent interest in time – the time of the 
event and the time taken to deliver the information to the next IED that uses the information. 
 
The “infamous” 4 millisecond GOOSE latency is critical to ensuring protection system 
performance. Looking at one sniffed message, we can see the message includes the <<T>> 
that THIS particular message was created. If the IED and the sniffing test set is synchronised 
to the same clock, some analysis can be undertaken to verify the network latency.  Timing 
tests of which message arrives before another is dependent on where the sniff is done in the 
network relative to the connection of the two publishers. 
 
However <<T>> is totally irrelevant to when the last event change of state happened. It might 
be possible to some very extensive maths based on <<sqNum>> telling you how many 
retransmissions of the same status have occurred.  However if the message has several 
elements, you would only calculate the time since any one of the elements last changed 
state, e.g.  the last change of the dataset may relate to element #5 which changed state 
“three days ago” which of course may not be the element you are testing right now. 
Moreover, if an IED has two changes of state in the dataset say 100 ms apart, they each 
would cause a new <<stNum>> and start a new GOOSE fast retransmission cycle. 
 
Testing and debugging is highly reliant on knowing when something happened, at least 
relative to some other event. However most GOOSE configurations we have come across 
don’t include the time stamp of the last change of each element in the data set.  That would 
need one time stamp for each element which would quickly explode the overall length of the 
GOOSE message. This would be counter-productive for the normal in service 4 ms latency 
requirements of the network. Whilst it may be possible to reconfigure the IEDs to add extra 
test-specific GOOSE messages with time stamps, this would clearly interfere with overall 
network performance, and of course we are no longer testing the in-service configuration.  
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2.3. Inspecting datasets 

Just “seeing” the messages does not help to visualise the relative timing of events during the 
sniffing process.  New tools are needed to detect and display changes of state of specific 
elements, and in particular being able to focus on specific GOOSE from a specific IED 
amongst the dozens /hundreds of different GOOSE appearing on the network 
 
We can even see the value of the elements as 0 or 1, but the message itself does not tell us 
what that 0/1 represents in a functional perspective as the value of a IEC 61850-7-3 “Single 
Point Status” <<PTRC.Op.stVal>> or half of a “Double Point Status” <<XCBR.pos.stVal>> or 
perhaps one bit in a 32-bit time stamp!  Every message and every sniff must therefore be 
analysed with some form of documentation of the SCL configuration files to hand making it 
very difficult to quickly verify and debug the system operation.  
 
Tools are needed to “record” the sniffed GOOSE identification such that the next time you 
visit the site, the sniff will be identified with the same names as used previously. 
 
2.4. Using “legacy” test sets 

Of course we cannot gloss over the fact that over the decades of “conventional” wire-based 
protection systems, we have acquired a significant fleet of “conventional” test sets that have 
no direct interface and capability for dealing with IEC 61850 communication mechanisms.  
New IEC 61850 capable test sets are a significant additional cost and hence we need 
additional tools that aid in use of conventional test sets with IEC 61850 systems in hybrid 
arrangements.  
 
As seen in the following diagram, the overall test equipment has to provide mechanisms for: 

 Inject current/volts 
 Measure current/volts 
 Monitor status (open/closed, on/off, ..) 
 Publish GOOSE / SV 
 Subscribe to GOOSE / SV (to start/stop tests and measure time) 
 Interpret GOOSE / SV (for humans) 

 

 
Figure 2 – Test interfaces for hybrid Wire-LAN systems. 
 
In order to maximize the ongoing utilization of non-IEC 61850 capable test sets, as shown in 
Fig 3, facilities are required to start/stop the sniffing process and start/stop the test set for 
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curve/timing accuracy tests. Verifying relay time curves of course demands minimum time 
delay of < 1 ms between GOOSE reception and registering that in the conventional test set 
and its timing analysis.  
 
The test equipment operate connected to one LAN or connect to two different LANs such as 
Station Bus and Process Bus, Each port also needs to be used as either RJ45 cables or 
Fibre Optic to match the LAN switch connection. 
 

Test Controller / IED +

-
Start Sniff/Record

Stop Sniff/Record

-FMTP+

DC Source

GridEx binary inputs suit 
voltage or volt-free inputs

Conventional
Test Set

+

Start Test

Stop Test

DC Source

GridEx binary outputs 
suit volt free or “wet”

GOOSE 1

LAN 1
Sniffed GOOSE/SV

Port 1
RJ45/Fibre

LAN 2
Sniffed GOOSE/SV

-

GOOSE 2

Port 2
RJ45/Fibre

 
Figure 3 – Interfacing IEC 61850 sniffing with wire-based test facilities. 
 
2.5. Is it what is expected by design?  Has it changed? 

It is certainly helpful to capture a series of messages on the LAN. Amongst the key 
objectives of any testing is to verify the configuration as evidenced by what is actually 
appearing on the LAN, is as expected by design i.e. the right configuration has been loaded 
to the IEDs. This extends to verifying the message configurations have not changed since 
the system was last verified.  It has also been necessary to identify when IEDs have been 
added, removed or swapped on the network which add/remove/change the GOOSE 
messages seen on the LAN. Identifying changes of physical IEDs has allowed identification 
of “rogue” hardware/firmware versions on the LAN and/or miscommunication and erroneous 
performance of the SAS. 
 
Equally in reverse, it is critical to verify the system documentation does in fact reflect not just 
the “as built system” (a fabled concept for wire based systems, or at least not available 
instantly after energization), but more importantly the “as operating” configuration of the 
system. Practical completion of a project is usually associated with handing over the site to 
the asset owner for operational use … AND provision of the so-called “as built” diagrams.  
Wire based systems rarely have the “as builts” delivered at hand over, sometimes it is 
months later and even so may not be 100% accurate. There is a significant blackout event in 
Australia more than a year after the end of the warranty period of the project which 
subsequent investigations revealed that the CD Rom supposedly containing all the “as built” 
records and test sheets was in fact just blank forms!  No-one checked the contents of the CD 
Rom.   
 
Hence it is vital to be able to verify, and provide automated documentation of that 
accordingly, that the “as built” SCL files provided by the Systems Integrator do in fact 
represent the “as operating” configuration of the substation. 
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3. Main methodologies and tools for commissioning and maintenance 
3.1. Extended use of supervision mechanisms. 

The IEC 61850 standard expects IEC 61850 devices to perform self-supervision tasks; as 
example in the quality string of the data attributes there is one bit dedicated to “failure” (see 
Figure 4). This bit is intended to be raised when the device detects an internal failure, hence 
it is the result of the self-supervision in the device. Many more other similar examples can be 
found in the standard. 
 

 
 
Figure 4 - The “quality string” associated to a data attribute, IEC 61850-7-3 Ed2 
 
The correct use of the quality during the substation design is a very important concept in 
order to simplify the commissioning and maintenance procedures, where it is important to be 
able to pinpoint in a short time which parts of the system may be affected by a failure. 
 
At the Station HMI level, it is very important to clearly verify the desired processing of the 
data quality indication, which contains many more information that the one described in the 
above example. Also the time contains quality information and the SCADA system should be 
able to interpret it and give relevant messages to the operator. 
 
The horizontal substation communication (GOOSE) can also be supervised at IED level and 
correct information can be sent to SCADA system (Station HMI) activating the investigations 
when they are really needed. The communication protocol for GOOSE messages allows the 
possibility of implementing supervision of the horizontal communication at the receiving IED. 
This means that the receiving IED is able to understand if the “sender is lost” for any reason 
(interruption of the communication path, failure in the sender). 
This method is based on the supervision of the repetition GOOSE messages (see Figure 5). 
 

 
Figure 5 - The “repetition mechanism” of GOOSE messages allows implementation of the 



 

8 
 

supervision of the communication path between the sender (publisher) and the receiver 
(subscriber). We here show the change from a FALSE to TRUE after a TRIP 
 
The mechanism of the communication supervision can be explained in this way: when a 
GOOSE message is received, the receiver looks at the “timeAllowedtoLive” written in the 
message (this value is directly related to the SCL attribute “MaxTime” for the GOOSE 
message). Typical values of these times are of the order of seconds. Supposing the value to 
be 5 seconds (5000 ms), this means that the next GOOSE message must be received within 
5000 ms. If a new GOOSE message is NOT received within this time, the communication 
with the sender is lost and a warning signal can be raised in the receiving IED, or test device. 
 
The detection of a failure in the horizontal communication has several benefits for the 
behavior of the substation: for maintenance purposes it is possible to have information about 
failures in the communication between two particular IEDs; for the protection and control 
application this detection can be used to increase the security of the protection scheme 
whenever the GOOSE messages are used for the implementation for schemes like direct 
intertrip, reverse blocking etc. avoiding for instance unwanted trips due to lack of functionality 
in the communication scheme (a very common situation in the conventional technology, 
unfortunately). 
 
There are already instruments on the market that detect the loss of communication based on 
the above mechanism. Figure 6 shows some warning icons (“Ghosts”) informing that the 
particular GOOSE messages have been lost, so they did not reach the test instrument within 
the expected time.  
 

 
Figure 6 – Example of detection of loss of reception of a particular GOOSE message, 
indicated with the “Ghost” icon. (FMTP GridEx) 
 
Figure 7 shows a graphical representation of an analog signal (frequency measurement) sent 
through a GOOSE message together with its quality attribute. The quality is represented in 
the line below the value of the signal. It can be seen that the frequency was almost 50 Hz for 
a while, and the quality is good (black color). Something then happened and the delivered 
frequency was negative. The publishing IED was informing that the published value was not 
trustable (quality invalid, red color), so the receiving IED was supposed to not report that 
negative vale of the frequency on its local HMI (which it did instead). The publishing IED was 
removed from the network (pink area) and later on reconnected to the network in test mode 
(yellow quality). At the end it was put in normal service again. Without entering in the details 
of the troubleshooting of this situation, it appears clear that a simple visualization of 
information and the reporting of it allows to pinpoint the possible source of the problem and 
efficiently address the technical resources to its solution. 
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Figure 7 – Graphical behavior of an “analog GOOSE” carrying the power frequency value 
and its quality (FMTP GridEx). 
 
The successful implementation of the horizontal communication supervision requires a 
correct specification of it, it needs dedication during the design phase as well as it needs to 
be tested during commissioning. 
 
The Vertical Communication (communication between Station HMI and Station devices) can 
be also be supervised with relatively simple client / server TCP/IP based “ping” mechanisms. 
Once this is implemented it is very easy to understand, when the substation is in service, 
which parts of the system are not communicating anymore. Even in this case it is never 
enough to stress the fact that this implementation, technically possible, must be specified, 
engineered and tested. 
 
3.2. Compare the GOOSE traffic with the substation master SCD file (consistency 

check). 

The “as built”, even “as operating” configuration of the communication within an IEC 61850 
substation is represented by the Substation SCD file, although many projects have not 
demanded this single source of truth from the system integrator and will suffer accordingly. 
 
As maintenance activity, a network scanning of the network traffic and the comparison with 
the network traffic described in the SCD file is a good indication if the result shows “no 
differences”. We can therefore conclude that the design files have been correctly loaded to 
the IEDs, and in turn that the design files still reflect the current configuration of the IEDs i.e. 
the “as operating” configuration. In case of differences, it is very important that the tool 
responsible for the comparison gives focused information on where it has to be investigated. 
 
This activity is already in use for FAT / SAT, where there is the need to validate the SCD file 
provided by the system integrator to the customer. If the comparison shows that there are 
some missing GOOSE messages or too many GOOSE messages or some messages are 
slightly different to what described on the Substation SCL file, the file cannot validated. 
Figure 8 shows an example of comparison between the GOOSE traffic in the substation 
network and the SCL file describing the substation (SCD file). Green result means that there 
are no differences between the GOOSE message detected on the network bus and the 
GOOSE message described on the SCL file, Red and Yellow results mean that several 
differences have been found, so in these cases that differences need to be explained. The 
yellow cases try to help the user in understanding what the difference could be and why. 
These detailed information are also shown in the final report. 
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Figure 8 – Example of comparison between network GOOSE scan (left column) and SCL 
description of the GOOSE traffic (right column). (FMTP GridEx) 
 
3.3. Compare the GOOSE traffic scan with previous network scan  

The horizontal communication traffic (GOOSE traffic) can be compared, from the functionality 
point of view, to the “binary input / binary output traffic” of conventional substations, where 
the binary outputs of several devices and apparatuses are connected to binary inputs of 
other devices or apparatuses, as well as SCADA/RTU equipment. This is done for signaling 
purposes, interlocking schemes as well as for protection schemes. 
 
Some important parts of this “traffic” are usually monitored in the conventional technology, 
typical example is the so called trip circuit supervision. It is not common –however- to 
monitor all the binary inputs and outputs of the relays and compare the result of this 
monitoring with the result of a previous monitoring. It would be too expensive, too 
complicated and also probably not feasible. 
 
The GOOSE traffic can be monitored in a relatively easy way (network sniffing), and the 
comparison with a previous network scan is -in principle- not complex. Also with this activity, 
if everything is the same, it’s a good sign. If some differences are found, investigations are 
needed and again it is very important that the tool gives good and significant information on 
where the differences are.  
 
Figure 9 shows an example of comparison of two different scanned GOOSE messages in the 
network. Green result means that no differences have been found, Red and Yellow results 
mean that several differences have been found, so in both cases the differences need to be 
explained. The yellow cases try to help the user in understanding what the difference could 
be and why. These detailed information are shown in the report. 
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Figure 9 – Example of comparison between two different GOOSE scans of the same 
substation. (FMTP GridEx) 
 
3.4. Protection Relay setting comparison. 

Also this concept described is based on “comparison”.  The protection relay master settings 
are stored in a central database. These are the finally approved settings that are also stored 
in the protection and control devices (protection relays, bay controllers, switches, substation 
clocks etc). 
 
The activity maintenance is based on comparing those settings with the setting values that 
are read directly from the protection devices. A warning flag is raised by the maintenance 
activity in case this comparison should give some differences, and of course investigations 
are started to understand the cause of the difference. 
 
The role if IEC 61850 standard in the above procedure is to provide the technical community 
with a standardized way to store the relay protection settings in the SCL files. This would 
allow easier methodology for storing the relay protection settings in what is already accepted 
by IEC 61850 community that SCL files are the key of the engineering and documentation 
processes. 
 
Apart for IEC 61850 standard, implementing this concept requires Utility strategy, database 
tools and vendor tools for the protection and control IEDs that allow this comparison to be 
done. These tools exist already and are used by several utilities in the world, but not all 
protection devices have tools with such comparison capability, and this of course restricts the 
choice of the devices to be used in the substation. 
 
3.5. Extended use of post-event analysis for preventive maintenance. 

Disturbance Fault Recorder (DFR) files contain important power system information like the 
waveforms of currents and voltages after and before the ”perturbance” or the event and the 
Sequence Of Events (SOE) like relay operation (trip) with open command, autorecloser start, 
autorecloser close command, blocking signals sent to other relays, important internal relay 
device signals, position of primary apparatuses. 
 
The combination of all this information, together with the information from disturbance 
recorder files from other devices (in the same bay,  in different bays or in a different 
substation), allows to perform a post-analysis to verify the correct/wrong behavior of the 
protection system and decide actions to improve the system performance or pinpoint 
deficiencies/defects in equipment and apparatuses. It is important that the events from 
different devices can be time-correlated, i.e. that the devices in the substations and possibly 
in different substations are time synchronized. 
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Through the post-fault or post-event analysis activity it is possible to: 
- detect incorrect relay settings and give facts supporting their improvement 
- verify relay coordination 
- verify relay and primary objects performances 
- determine the position of the fault (fault location) 
- perform asset condition monitoring (preventive maintenance) 

Retrieving the disturbance files has been a complex task in the past: proprietary vendor 
software was necessary to retrieve the information, proprietary communication protocol, lack 
of fast and reliable communication structure to transmit the disturbance files to a central 
location. The IEC 61850 standard provides all the elements to facilitate this process by 
providing these standardized elements for all vendors: 

- the definition of Logical Nodes associated to disturbance recorder (RDRE, RADR, 
RBDR) 

- the communication protocol for file transfer (FTP or MMS) 
- the communication media (Ethernet, 100 Mbit/s or 1Gbit/s)  
- the file format to store the recorded waveforms and binary signals (COMTRADE) 
- the location where the files are stored in the IED (root, folder COMTRADE) 
- the time synchronisation method for IEDs accurate enough to perform this activity 

(SNTP, practical order of accuracy +/-1 ms) 

It can be said that the IEC 61850 standard has made it difficult to justify the absence of this 
type of data collection. The rest that needs to be done is to slowly change the attitude 
towards preventive maintenance based on post-event analysis by understanding that in the 
long term this activity heavily contributes in reducing the costs associated to maintenance by 
reducing the activities during periodic maintenance and also by prolonging the time interval 
between the activities. 
 
3.6. Upfront information to the user in Power System language 

IEC 61850 is for a lot of protection and control engineers still a new technology. Tools that 
are able to translate the numerical information into the most relevant power system 
information in a simple way are of great benefit as they minimize the gap between the 
numerical communication technology and the power system competence, letting the power 
engineer able to handle with confidence the new technology by minimizing the risk of 
misunderstanding in the interpretation of the data. 
Figure 10 and Figure 11 represent a tool that shows the protection and control signals to the 
engineer, hiding as much as possible the complexity of the communication protocol. It is 
possible to associate the relevant signal information available in the GOOSE message to a 
so called “Visualizer”, and the user can decide to work only with “Visualizers” abandoning 
any message or tree view of the GOOSE or Sampled Value messages. 
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Figure 10 – The “Visualizer” shows to the user the most important information available in 
the GOOSE message (FMTP GridEx: Tree view and Visualizers are both shown for better 
understanding). 
 

 
Figure 11 – The “Visualizer” shows to the user the most important information available in 
the Sampled Value data stream (FMTP GridEx: Tree view and Visualizers are both shown for 
better understanding). 
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3.7. Equipment and tools for a secure connection to the substation buses 

Cyber-Security is a very hot topic during maintenance of an IEC 61850 substation. In order to 
be able to perform the majority of the tests mentioned in this paper it is necessary somehow 
to connect test instrument to the LAN. Many Utilities simply do not allow anyone to connect 
PCs/laptops/tablets/smart phones to the substation network as they may have viruses, or 
may open a communications access path inside the firewalls which hackers and viruses 
could infiltrate. Sniffing a network is a common test diagnostic, but sniffers installed on PCs 
therefore should not be used.  Connecting a device to the network which can do anything 
more than sniff is simply not permissible. 
 
New stand-alone test equipment do not need any PC to run; the firmware cannot be 
upgraded “on line” which severely limits opportunities for viruses to be implanted.. The 
device (Figure 12) is also fully “passive”, which means it does not (per design) inject (send) 
any IEC 61850 signal in the network that it is “listening to”. This allows the maintenance 
engineer to comfortably connect the device to the substation network when the substation is 
energized, with the 100% certainty that if “something happens” after this connection, the 
cause of it shall not be searched in the device itself. 

  
Figure 12 – A stand-alone IEC 61850 test equipment. (FMTP GridEx) 
 
4. Conclusions 

All the activities described in this paper need instruments and tools to be allowed to be 
performed in an easy and efficient manner. They also require a clean strategy in the 
application of the IEC 61850 standard, which means a clear technical specification providing 
engineering workflow methodology (SCL Engineering, as built SCD file as part of the 
Substation delivery), direct engineering guidelines (use of the <<.q>> “quality” bit for 
instance, to remain within the themes discussed), provision of one “substation network 
access point” to allow maintenance activities to be performed or one dedicated service 
computer for the same purpose. Instruments and tools are available on the market, and more 
will come to further contribute to maintenance and any other activity. 
 
Clear Utility strategies on the implementation of the standard are seen to grow in several 
parts of the world but they should probably grow more to allow a smooth engineering, 
commissioning and maintenance. 
 
The IEC 61850 substation, in very few words, can be considered as a standardized 
numerical system. As numerical technology is the basic competence of the new generation 
of engineers, they are here to stay. The best is to contribute to make them to grow in the 
correct direction so that we all can get the best of their advantages. 
 
Certainly new testing methods are part of that evolution – using more advanced tools to tell 
us more about what is happening, and importantly if it is what we expect to happen, with 
automated documentation evidence. 
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